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Statistical mechanics of deep learning

We will discuss several recent results in which ideas from statistical mechanics can yield both conceptual insights into the
operation of deep networks as well as deliver better machine learning performance. These include: (1) Connecting the
expressivity of deep networks to an order chaos transition in dynamic mean field theory, (2) Developing dynamically critical initial
conditions for network weights that accelerate subsequent learning, (3) Creating generative models of complex data distributions
by training neural networks to reverse the flow of time in entropy producing diffusion processes, and (4) Characterizing the
non-convex geometry of deep network error landscapes using inspiration from the statistical mechanics of random landscapes.
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