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- Is there a process with such moments? Does $\frac{e^{\gamma V_{N}(x)}}{\mathbb{E}^{\gamma V_{N}(x)}}$ converge to it? What would this say about the GUE?
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- Precisely the moments we want! ${ }^{(3)}$
- For each $x$, the sum defining $X(x)$ diverges almost surely and $\mathbb{E} X(x)^{2}=\infty$. What does $\mu_{\gamma}$ mean? $(:$
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- This procedure defines random measures/distributions. These are the objects we are after - correlation kernels agree with the limiting GUE-moments.


## Real Gaussian multiplicative chaos - the general picture

- A centered log-correlated Gaussian field $G(x)$ is (formally) a Gaussian process on $\mathbb{R}^{d}$ with covariance

$$
C(x, y):=\mathbb{E} G(x) G(y)=-\log |x-y|+\text { continuous }
$$

## Real Gaussian multiplicative chaos - the general picture

- A centered log-correlated Gaussian field $G(x)$ is (formally) a Gaussian process on $\mathbb{R}^{d}$ with covariance

$$
C(x, y):=\mathbb{E} G(x) G(y)=-\log |x-y|+\text { continuous }
$$

- Under mild conditions on $C$, honest Gaussian processes $G_{N}$ with covariance converging to $C$ exist (K-L expansion, convolution, ...).


## Real Gaussian multiplicative chaos - the general picture

- A centered log-correlated Gaussian field $G(x)$ is (formally) a Gaussian process on $\mathbb{R}^{d}$ with covariance

$$
C(x, y):=\mathbb{E} G(x) G(y)=-\log |x-y|+\text { continuous }
$$

- Under mild conditions on $C$, honest Gaussian processes $G_{N}$ with covariance converging to $C$ exist (K-L expansion, convolution, ...).


## Theorem (Kahane 1985,...)

For nice enough $C(x, y)$, as $N \rightarrow \infty$ :

- $e^{\gamma G_{N}(x)-\frac{\gamma^{2}}{2} \mathbb{E} G_{N}(x)^{2}} d x$ converges to a non-trivial random measure $M_{\gamma}$ for $-\sqrt{2 d}<\gamma<\sqrt{2 d}$. For $|\gamma| \geq \sqrt{2 d}$, the limit is zero.
- For $|\gamma|<\sqrt{2 d}, M_{\gamma}$ lives on the random set of points (of dimension $d-\frac{\gamma^{2}}{2}$ )

$$
\left\{x \in \mathbb{R}^{d}: \lim _{N \rightarrow \infty} \frac{G_{N}(x)}{\mathbb{E} G_{N}(x)^{2}}=\gamma\right\}
$$

## Real Gaussian multiplicative chaos - the general picture

- A centered log-correlated Gaussian field $G(x)$ is (formally) a Gaussian process on $\mathbb{R}^{d}$ with covariance

$$
C(x, y):=\mathbb{E} G(x) G(y)=-\log |x-y|+\text { continuous }
$$

- Under mild conditions on $C$, honest Gaussian processes $G_{N}$ with covariance converging to $C$ exist (K-L expansion, convolution, ...).


## Theorem (Kahane 1985, ...)

For nice enough $C(x, y)$, as $N \rightarrow \infty$ :

- $e^{\gamma G_{N}(x)-\frac{\gamma^{2}}{2} \mathbb{E} G_{N}(x)^{2}} d x$ converges to a non-trivial random measure $M_{\gamma}$ for $-\sqrt{2 d}<\gamma<\sqrt{2 d}$. For $|\gamma| \geq \sqrt{2 d}$, the limit is zero.
- For $|\gamma|<\sqrt{2 d}, M_{\gamma}$ lives on the random set of points (of dimension $d-\frac{\gamma^{2}}{2}$ )

$$
\left\{x \in \mathbb{R}^{d}: \lim _{N \rightarrow \infty} \frac{G_{N}(x)}{\mathbb{E} G_{N}(x)^{2}}=\gamma\right\}
$$

- Interpretation: $\mathrm{GMC} \rightarrow$ level sets. $\max _{x} G_{N}(x) \sim \sqrt{2 d} \mathbb{E} G_{N}(x)^{2}$.
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- Plays an important role in recent developments of constructive CFT/Liouville field theory. (David, Kupiainen, Rhodes, Vargas).
- Has also been used in some models of mathematical finance.
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## Corollary (Claeys, Fahs, Lambert, W 2018)

For any $\epsilon, \delta>0$ fixed, $\lambda_{1} \leq \ldots \leq \lambda_{N}$ as before, and $\rho_{k}$ the classical locations of the eigenvalues:

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\frac{1}{\pi}-\epsilon \leq \sup _{\delta N \leq k \leq(1-\delta) N} \frac{N \frac{2}{\pi} \sqrt{1-\rho_{k}^{2}}}{\log N}\left|\lambda_{k}-\rho_{k}\right| \leq \frac{1}{\pi}+\epsilon\right)=1
$$
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- Does $\lim _{T \rightarrow \infty} \zeta\left(\frac{1}{2}+i x+i \omega T\right)$ exist? ...
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- Proof philosophy similar to GUE. Methods fairly basic number theory.
- Geometric interpretation? Interesting results about $\max \operatorname{Re} / \operatorname{Im} \log \zeta\left(\frac{1}{2}+i x+i \omega T\right)$ exist: see Najnudel; Arguin et al.
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## Theorem (Chelkak, Hongler, and Izyurov 2015)

Let $\psi$ be any conformal bijection from $U$ to the upper half plane and $\mathcal{C}$ a suitable constant. Then for $x_{1}, \ldots, x_{k} \in U$ fixed and distinct,
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- If $\sigma_{\delta}$ and $\widetilde{\sigma}_{\delta}$ are independent copies, does $x \mapsto \delta^{-1 / 4} \sigma_{\delta}(x) \widetilde{\sigma}_{\delta}(x)$ converge to some process (known that $\delta^{-1 / 8} \sigma_{\delta}(x)$ does)? ...
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